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[11], [12], [13]. DMD basically computes the eigende-
composition of Y X†, where the columns of X comprise
x1, . . . ,xn, and Y is build analogously. Recently there
have been proposed many variants of DMD. For example,
extensions of DMD using nonlinear basis functions [14]
or the kernel method [15], [16], [17] are widely utilized.
The proposed method in this work is based on probabilistic
DMD [9], which is a probabilistic model whose maximum-
likelihood solution coincides with the solution of DMD under
some conditions.

III. FACTORIALLY-SWITCHING DMD
In this work, we developed a probabilistic model for

conducting DMD for time-varying dynamical systems. We
refer to the proposed model as factorially-switching DMD

(FSDMD) as each dynamic mode is adaptively turned “on”
and “off” and the “on-off” states of multiple modes deter-
mine the overall switching state of the system. In this section,
we describe the generative process of data in FSDMD, which
is shown as a graphical model in Figure 1. The inference
procedures are deferred to the next section.

A. Observation Model

Let (xi 2 Cm, yi 2 Cm) be the i-th pair of snapshots
(i = 1, . . . , n). The observation model (likelihood) is

p(xi,yi | �i, i) = p(xi | �i)p(yi |  i), (4)
p(xi | �i) = CNxi

�
W�i,�

2I
�
, (5)

p(yi |  i) = CN yi

�
W⇤ i,�

2I
�
, (6)

where �, 2 Cr are intermediate latent variables, and r
denotes the total number of dynamic modes. W 2 Cm⇥r is a
matrix whose columns comprise dynamic modes, ⇤ 2 Cr⇥r

is a diagonal matrix whose diagonal elements � = diag(⇤)
comprise eigenvalues, and �2 is the observation noise vari-
ance. We refer to W , �, and �2 as model parameters

and denote the set of them by ✓ in the sequel. Moreover,
CNx (m,V ) denotes the complex normal distribution on x
with mean m and covariance V . Note that this definition
of the observation model is almost identical to the one of
probabilistic DMD [9]; the difference lies in the formulation
of the latent variables, here � and  , which is manifested
below.

B. Priors

The priors on � and  are defined using the two-level

spike-and-slab model, i.e.,

p (�j,i | 'j,i, z�,j,i)

= (1� z�,j,i) �(�j,i) + z�,j,i�(�j,i�'j,i),
(7)

p ( j,i | 'j,i, z ,j,i)

= (1� z ,j,i) �( j,i) + z ,j,i�( j,i � 'j,i),
(8)

p('j,i) = CN'j,i(0, 1), (9)

where �j,i denotes the j-th element of �i for j = 1, . . . , r,
and �(·) is the Dirac delta function. Here, ' is the latent
variable corresponding to the values of Koopman eigenfunc-
tions, and z�, z 2 {0, 1} are latent variables for controlling

xi yi
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Fig. 1: Graphical model of FSDMD for two slices i and i+1.
The gray nodes are observed random variables, the white
nodes are hidden random variables, and ✓ denotes the set of
model parameters. The arrows between nodes denote their
dependency. The thick edge between � means a dependency
modeled by GP.

“on-off” of each mode at each timestep. For instance, if
z�,j,i = z ,j,i = 1, wj is a valid dynamic mode for the
system at time i. If z�,j,i = z ,j,i = 0, wj does not
contribute as a dynamic mode at time i. Furthermore, if
z�,j,i = 1 and z ,j,i = 0, the j-th mode turns from “on”
to “off” within the observation interval of the i-th snapshot
pair, and vice versa.

The “on-off” latent variables, z� and z , are usually not
independent because snapshots in a pair are taken with a
fixed interval and the snapshot pairs are generally ordered
like a time-series. Therefore, the priors on z� and z should
be structured according to the underlying dependency. To
this end, we use the formulation proposed by Andersen
et al. [18], [19], which utilizes Gaussian processes (GPs)
for setting structured priors on z� and z as follows:

p(zj | �j) =
2nY

i=1

Bzj,i (�(�j,i)) , (10)

p(�j) = N�j (µj1,⌃j) . (11)

Here, zj = [z�,j,1 z ,j,1 · · · z�,j,n z ,j,n]
T
2 {0, 1}2n and

�j 2 R2n. Moreover, Bz(·) means the Bernoulli distribution
on z, �(·) is the cumulative distribution function of the
standard normal distribution, and 1 denotes a column vector
filled with ones. The mean of GP, µj 2 R, determines the
bias in z·,j,·, i.e., z tends to be zero if µj < 0 and tends
to be one if µj > 0. ⌃j is the covariance matrix of GP,
and its (i1, i2)-th element is determined with the value of
a positive semidefinite kernel kj(i1, i2), where i1 and i2
denote timestamps of two snapshots. Basically, the value of
µ and the type of k(i1, i2) should be chosen by the user.
Meanwhile, we provide an empirical Bayes update rule of µ
in Section IV.

C. Assumptions for Fast GP Inference

The inference with a general covariance matrix of GP may
be prohibitively slow due to its inversion. However, in our
case, it can be sped up with the following two assumptions.
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systems over infinite time. To ensure the convergence property, we consider the ratio of metrics,
namely angles instead of directly considering exponential decay terms. We first give the definition in
Subsection 3.1, and then derive an estimator of the metric from finite data in Subsection 3.2.

3.1 Definition

Let Hob be a Hilbert space and M ⇢ X a subset. Let h : M ! Hob be a map, often called
an observable. We define the observable operator for h by a linear operator Lh : Hk,M ! Hob

such that h = Lh � �. We give two examples here: First, in the case of Hob = Cd and h(x) =
(g1(x), . . . , gm(x)) for some g1, . . . , gm 2 Hk, the observable operator is Lh(v) := (hgi, vi)mi=1.
This situation appears, for example, in the context of DMD, where observed data is obtained by
values of functions in RKHS. Secondly, in the case of Hob = Hk,M and h = �|M, the observable
operator is Lh(v) = v. This situation appears when we can observe the state space X , and we try to
get more detailed information by observing data sent to RKHS via the feature map.

Let Hin be a Hilbert space. we refer to Hin as an initial value space. We call a linear operator
I : Hin ! Hk,M an initial value operator on M if I is a bounded operator. Initial value operators
are regarded as expressions of initial values in terms of linear operators. In fact, in the case of
Hin = CN and let x1, . . . ,xN 2 M. Let I := (�(x1), . . . ,�(xN )) be an initial value operator on
M, which is a linear operator defined by I ((ai)Ni=1) =

P
i
ai�(xi). Let Kf be a Perron-Frobenius

operator associated with a dynamical system f : M ! M. Then for any positive integer n > 0,
we have Kn

f
I ((ai)Ni=1) =

P
i
ai�(fn(xi)), and Kn

f
I is a linear operator including information at

time n of the orbits of the dynamical system f with inital values x1, . . . ,xN .

Now, we define triples of dynamical systems. A triple of a dynamical system with respect to an
initial value space Hin and an observable space Hob is a triple (f , h,I ), where the first component
f : M ! M is a dynamical system on a subset M ⇢ X (M depends on f ) with Perron-Frobenius
operator Kf , the second component h : M ! Hob is an observable with an observable operator
Lh, and the third component I : Hin ! Hk,M is an initial value operator on M, such that for
any r � 0, the composition LhKr

fI is well-defined and a Hilbert Schmidt operator. We denote by
T (Hin,Hob) the set of triples of dynamical systems with respect to an initial value space Hin and an
observable space Hob.

For two triples D1 = (f1, h1,I1), D2 = (f2, h2,I2) 2 T (Hin,Hob), and for T,m 2 N, we first
define

KT

m
(D1, D2) := tr

 
m^ T�1X

r=0

�
Lh2K

r

f2
I2
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Lh1K

r

f1
I1

!
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where the symbol ^m is the m-th exterior product (see Appendix A). We note that since Kfi is
bounded, we regard Kfi as a unique extension of Kfi to a bounded linear operator with domain
Hk,M.
Proposition 3.1. The function KT

m
is a positive definite kernel on T (Hin,Hob).

Proof. See Appendix B

Next, for positive number " > 0, we define AT

m
with KT

m
by

AT

m
(D1, D2) := lim

✏!+0

��✏+ KT

m
(D1, D2)

��2

(✏+ KT
m
(D1, D1)) (✏+ KT

m
(D2, D2))

2 [0, 1].

We remark that for D 2 T (Hin,Hob),
�
KT

m
(D,D)

�1
T=1

is a non-negative increasing sequence.
Now, we denote by `1 the Banach space of bounded sequences of complex numbers, and define
Am : T (Hin,Hob)2 ! `1 by

Am :=
�
AT

m

�1
T=1

Moreover, we introduce Banach limits for elements of `1. The Banach limit is a bounded linear
functional B : `1 ! C satisfying B ((1)1

n=1) = 1, B ((zn)1n=1) = B ((zn+1)1n=1) for any (zn)n,
and B((zn)1n=1) � 0 for any non-negative real sequence (zn)1n=1, namely zn � 0 for all n � 1.
We remark that if (zn)n 2 `1 converges a complex number ↵, then for any Banach limit B,
B ((zn)1n=1) = ↵. The existence of the Banach limits is first introduced by Banach [1] and proved
through the Hahn-Banach theorem. In general, the Banach limit is not unique.
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<latexit sha1_base64="LR87r6qqnQ5EU9nH+awVuwm9a5g=">AAADA3ichVI7S8RAEB7j63yf2gg24qEIwrERQbE6tLG8pwqeHMm66nJ5keydnuFKG3+AFhY+wELsxNbKxj9g4U8QK1GwsXCyiYjK6YRkZr+Zb/bbzeiOwT1ByEOT0tzS2tYe6+js6u7p7Yv3Dyx5dsWlrEBtw3ZXdM1jBrdYQXBhsBXHZZqpG2xZLy8E+eUqcz1uW3lRc9iaqW1afINTTSBULOqmv1Mv+WJSrZfiCZIk0kZ+B2oUJCCytB1/hiKsgw0UKmACAwsExgZo4OGzCioQcBBbAx8xFyMu8wzq0IncClYxrNAQLeN3E1erEWrhOujpSTbFXQx8XWSOwBi5JxfkhdyRS/JI3hv28mWPQEsNvR5ymVPq2x/Kvf3LMtEL2Ppi/alZwAbMSq0ctTsSCU5BQ3519/AlN5cd88fJGXlC/afkgdziCazqKz3PsOwRdm+sSEc14Z1ZuN6W92FKhRb+AR/xPOYD/6naQz2+RP/m0QbMxZCJQ6H+HIHfwdJUUlWTamY6kZqPxiMGwzAKEzgDM5DCbmko4F4OHMAxnCh7yqVypVyHpUpTxBmEb6bcfABhPq47</latexit><latexit sha1_base64="LR87r6qqnQ5EU9nH+awVuwm9a5g=">AAADA3ichVI7S8RAEB7j63yf2gg24qEIwrERQbE6tLG8pwqeHMm66nJ5keydnuFKG3+AFhY+wELsxNbKxj9g4U8QK1GwsXCyiYjK6YRkZr+Zb/bbzeiOwT1ByEOT0tzS2tYe6+js6u7p7Yv3Dyx5dsWlrEBtw3ZXdM1jBrdYQXBhsBXHZZqpG2xZLy8E+eUqcz1uW3lRc9iaqW1afINTTSBULOqmv1Mv+WJSrZfiCZIk0kZ+B2oUJCCytB1/hiKsgw0UKmACAwsExgZo4OGzCioQcBBbAx8xFyMu8wzq0IncClYxrNAQLeN3E1erEWrhOujpSTbFXQx8XWSOwBi5JxfkhdyRS/JI3hv28mWPQEsNvR5ymVPq2x/Kvf3LMtEL2Ppi/alZwAbMSq0ctTsSCU5BQ3519/AlN5cd88fJGXlC/afkgdziCazqKz3PsOwRdm+sSEc14Z1ZuN6W92FKhRb+AR/xPOYD/6naQz2+RP/m0QbMxZCJQ6H+HIHfwdJUUlWTamY6kZqPxiMGwzAKEzgDM5DCbmko4F4OHMAxnCh7yqVypVyHpUpTxBmEb6bcfABhPq47</latexit><latexit sha1_base64="LR87r6qqnQ5EU9nH+awVuwm9a5g=">AAADA3ichVI7S8RAEB7j63yf2gg24qEIwrERQbE6tLG8pwqeHMm66nJ5keydnuFKG3+AFhY+wELsxNbKxj9g4U8QK1GwsXCyiYjK6YRkZr+Zb/bbzeiOwT1ByEOT0tzS2tYe6+js6u7p7Yv3Dyx5dsWlrEBtw3ZXdM1jBrdYQXBhsBXHZZqpG2xZLy8E+eUqcz1uW3lRc9iaqW1afINTTSBULOqmv1Mv+WJSrZfiCZIk0kZ+B2oUJCCytB1/hiKsgw0UKmACAwsExgZo4OGzCioQcBBbAx8xFyMu8wzq0IncClYxrNAQLeN3E1erEWrhOujpSTbFXQx8XWSOwBi5JxfkhdyRS/JI3hv28mWPQEsNvR5ymVPq2x/Kvf3LMtEL2Ppi/alZwAbMSq0ctTsSCU5BQ3519/AlN5cd88fJGXlC/afkgdziCazqKz3PsOwRdm+sSEc14Z1ZuN6W92FKhRb+AR/xPOYD/6naQz2+RP/m0QbMxZCJQ6H+HIHfwdJUUlWTamY6kZqPxiMGwzAKEzgDM5DCbmko4F4OHMAxnCh7yqVypVyHpUpTxBmEb6bcfABhPq47</latexit><latexit sha1_base64="LR87r6qqnQ5EU9nH+awVuwm9a5g=">AAADA3ichVI7S8RAEB7j63yf2gg24qEIwrERQbE6tLG8pwqeHMm66nJ5keydnuFKG3+AFhY+wELsxNbKxj9g4U8QK1GwsXCyiYjK6YRkZr+Zb/bbzeiOwT1ByEOT0tzS2tYe6+js6u7p7Yv3Dyx5dsWlrEBtw3ZXdM1jBrdYQXBhsBXHZZqpG2xZLy8E+eUqcz1uW3lRc9iaqW1afINTTSBULOqmv1Mv+WJSrZfiCZIk0kZ+B2oUJCCytB1/hiKsgw0UKmACAwsExgZo4OGzCioQcBBbAx8xFyMu8wzq0IncClYxrNAQLeN3E1erEWrhOujpSTbFXQx8XWSOwBi5JxfkhdyRS/JI3hv28mWPQEsNvR5ymVPq2x/Kvf3LMtEL2Ppi/alZwAbMSq0ctTsSCU5BQ3519/AlN5cd88fJGXlC/afkgdziCazqKz3PsOwRdm+sSEc14Z1ZuN6W92FKhRb+AR/xPOYD/6naQz2+RP/m0QbMxZCJQ6H+HIHfwdJUUlWTamY6kZqPxiMGwzAKEzgDM5DCbmko4F4OHMAxnCh7yqVypVyHpUpTxBmEb6bcfABhPq47</latexit>
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<latexit sha1_base64="moyLVAPAv+lj2KL84h3L7AOBwUg=">AAAC+nichVJLS8NAEJ7GV62PVr0IXoqlIghlI4LiSfTiUe1LqKUkca1L8yLZVjT6BwSvevBkwUPp1X/gxT/goT9BPEkFLx6cbCKiUp2QzOw3881+uxnV1pnLCelEpL7+gcGh6HBsZHRsPJ6YmCy4Vt3RaF6zdMvZVRWX6sykec64TndthyqGqtOiWtvw88UGdVxmmTl+bNOyoVRNdsA0hSOU5QtyJZEiGSIs+TuQwyAFoW1ZiRfYg32wQIM6GEDBBI6xDgq4+JRABgI2YmXwEHMwYiJP4QxiyK1jFcUKBdEafqu4KoWoiWu/pyvYGu6i4+sgMwlp8khapEseSJs8kfeevTzRw9dyjF4NuNSuxM+ns2//sgz0HA6/WH9q5nAAK0IrQ+22QPxTaAG/cXLVza7upL050iTPqP+GdMg9nsBsvGq323TnGrv3VqSimuDOTFwfifswhEIT/4CHeA7zvv9U7aIeT6B/87QezM2AiUMh/xyB30FhMSPLGXl7KbW2Ho5HFGZgFuZxBpZhDbttQR73qsIFXMKVdCo1pZbUDkqlSMiZgm8m3X0AxGCp7w==</latexit><latexit sha1_base64="moyLVAPAv+lj2KL84h3L7AOBwUg=">AAAC+nichVJLS8NAEJ7GV62PVr0IXoqlIghlI4LiSfTiUe1LqKUkca1L8yLZVjT6BwSvevBkwUPp1X/gxT/goT9BPEkFLx6cbCKiUp2QzOw3881+uxnV1pnLCelEpL7+gcGh6HBsZHRsPJ6YmCy4Vt3RaF6zdMvZVRWX6sykec64TndthyqGqtOiWtvw88UGdVxmmTl+bNOyoVRNdsA0hSOU5QtyJZEiGSIs+TuQwyAFoW1ZiRfYg32wQIM6GEDBBI6xDgq4+JRABgI2YmXwEHMwYiJP4QxiyK1jFcUKBdEafqu4KoWoiWu/pyvYGu6i4+sgMwlp8khapEseSJs8kfeevTzRw9dyjF4NuNSuxM+ns2//sgz0HA6/WH9q5nAAK0IrQ+22QPxTaAG/cXLVza7upL050iTPqP+GdMg9nsBsvGq323TnGrv3VqSimuDOTFwfifswhEIT/4CHeA7zvv9U7aIeT6B/87QezM2AiUMh/xyB30FhMSPLGXl7KbW2Ho5HFGZgFuZxBpZhDbttQR73qsIFXMKVdCo1pZbUDkqlSMiZgm8m3X0AxGCp7w==</latexit><latexit sha1_base64="moyLVAPAv+lj2KL84h3L7AOBwUg=">AAAC+nichVJLS8NAEJ7GV62PVr0IXoqlIghlI4LiSfTiUe1LqKUkca1L8yLZVjT6BwSvevBkwUPp1X/gxT/goT9BPEkFLx6cbCKiUp2QzOw3881+uxnV1pnLCelEpL7+gcGh6HBsZHRsPJ6YmCy4Vt3RaF6zdMvZVRWX6sykec64TndthyqGqtOiWtvw88UGdVxmmTl+bNOyoVRNdsA0hSOU5QtyJZEiGSIs+TuQwyAFoW1ZiRfYg32wQIM6GEDBBI6xDgq4+JRABgI2YmXwEHMwYiJP4QxiyK1jFcUKBdEafqu4KoWoiWu/pyvYGu6i4+sgMwlp8khapEseSJs8kfeevTzRw9dyjF4NuNSuxM+ns2//sgz0HA6/WH9q5nAAK0IrQ+22QPxTaAG/cXLVza7upL050iTPqP+GdMg9nsBsvGq323TnGrv3VqSimuDOTFwfifswhEIT/4CHeA7zvv9U7aIeT6B/87QezM2AiUMh/xyB30FhMSPLGXl7KbW2Ho5HFGZgFuZxBpZhDbttQR73qsIFXMKVdCo1pZbUDkqlSMiZgm8m3X0AxGCp7w==</latexit><latexit sha1_base64="moyLVAPAv+lj2KL84h3L7AOBwUg=">AAAC+nichVJLS8NAEJ7GV62PVr0IXoqlIghlI4LiSfTiUe1LqKUkca1L8yLZVjT6BwSvevBkwUPp1X/gxT/goT9BPEkFLx6cbCKiUp2QzOw3881+uxnV1pnLCelEpL7+gcGh6HBsZHRsPJ6YmCy4Vt3RaF6zdMvZVRWX6sykec64TndthyqGqtOiWtvw88UGdVxmmTl+bNOyoVRNdsA0hSOU5QtyJZEiGSIs+TuQwyAFoW1ZiRfYg32wQIM6GEDBBI6xDgq4+JRABgI2YmXwEHMwYiJP4QxiyK1jFcUKBdEafqu4KoWoiWu/pyvYGu6i4+sgMwlp8khapEseSJs8kfeevTzRw9dyjF4NuNSuxM+ns2//sgz0HA6/WH9q5nAAK0IrQ+22QPxTaAG/cXLVza7upL050iTPqP+GdMg9nsBsvGq323TnGrv3VqSimuDOTFwfifswhEIT/4CHeA7zvv9U7aIeT6B/87QezM2AiUMh/xyB30FhMSPLGXl7KbW2Ho5HFGZgFuZxBpZhDbttQR73qsIFXMKVdCo1pZbUDkqlSMiZgm8m3X0AxGCp7w==</latexit>
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<latexit sha1_base64="+JifkEqg1VkIxQiXHXNnz/LQtAI=">AAAC/3ichVK/S8NAFH7GX7X+aNVFcBGL4lQuIihORRfHVq0ttFKSeGowuYTkWqmhg6uji0NdFEREEFdnF/8Bh/4J4iQVXBx8uURES+sLyXv3vfe9fHf3VNvQXU5Io0vq7unt648MRAeHhkdi8dGxLdcqOxrNapZhOXlVcamhM5rlOjdo3naoYqoGzakHq34+V6GOq1tsk1dtum0qe0zf1TWFI5QvqqZXrZV4KZ4gSSJsqjWQwyABoaWt+BsUYQcs0KAMJlBgwDE2QAEXnwLIQMBGbBs8xByMdJGnUIMocstYRbFCQfQAv3u4KoQow7Xf0xVsDf9i4OsgcwpmyDO5IU3yRG7JC/ls28sTPXwtVfRqwKV2KXYysfHxL8tEz2H/h9VRM4ddWBJaddRuC8TfhRbwK0dnzY3l9RlvllySV9R/QRrkEXfAKu/aVYau17F7e0UqqgnOjOH6UJyHKRQyvAEP8U3M+/5btYt6PIF25mltmGsBE4dC/jsCrcHWfFKWk3JmIZFaCccjApMwDXM4A4uQwm5pyIq7P4U6nEvH0rV0J90HpVJXyBmHXyY9fAFPPqzA</latexit><latexit sha1_base64="+JifkEqg1VkIxQiXHXNnz/LQtAI=">AAAC/3ichVK/S8NAFH7GX7X+aNVFcBGL4lQuIihORRfHVq0ttFKSeGowuYTkWqmhg6uji0NdFEREEFdnF/8Bh/4J4iQVXBx8uURES+sLyXv3vfe9fHf3VNvQXU5Io0vq7unt648MRAeHhkdi8dGxLdcqOxrNapZhOXlVcamhM5rlOjdo3naoYqoGzakHq34+V6GOq1tsk1dtum0qe0zf1TWFI5QvqqZXrZV4KZ4gSSJsqjWQwyABoaWt+BsUYQcs0KAMJlBgwDE2QAEXnwLIQMBGbBs8xByMdJGnUIMocstYRbFCQfQAv3u4KoQow7Xf0xVsDf9i4OsgcwpmyDO5IU3yRG7JC/ls28sTPXwtVfRqwKV2KXYysfHxL8tEz2H/h9VRM4ddWBJaddRuC8TfhRbwK0dnzY3l9RlvllySV9R/QRrkEXfAKu/aVYau17F7e0UqqgnOjOH6UJyHKRQyvAEP8U3M+/5btYt6PIF25mltmGsBE4dC/jsCrcHWfFKWk3JmIZFaCccjApMwDXM4A4uQwm5pyIq7P4U6nEvH0rV0J90HpVJXyBmHXyY9fAFPPqzA</latexit><latexit sha1_base64="+JifkEqg1VkIxQiXHXNnz/LQtAI=">AAAC/3ichVK/S8NAFH7GX7X+aNVFcBGL4lQuIihORRfHVq0ttFKSeGowuYTkWqmhg6uji0NdFEREEFdnF/8Bh/4J4iQVXBx8uURES+sLyXv3vfe9fHf3VNvQXU5Io0vq7unt648MRAeHhkdi8dGxLdcqOxrNapZhOXlVcamhM5rlOjdo3naoYqoGzakHq34+V6GOq1tsk1dtum0qe0zf1TWFI5QvqqZXrZV4KZ4gSSJsqjWQwyABoaWt+BsUYQcs0KAMJlBgwDE2QAEXnwLIQMBGbBs8xByMdJGnUIMocstYRbFCQfQAv3u4KoQow7Xf0xVsDf9i4OsgcwpmyDO5IU3yRG7JC/ls28sTPXwtVfRqwKV2KXYysfHxL8tEz2H/h9VRM4ddWBJaddRuC8TfhRbwK0dnzY3l9RlvllySV9R/QRrkEXfAKu/aVYau17F7e0UqqgnOjOH6UJyHKRQyvAEP8U3M+/5btYt6PIF25mltmGsBE4dC/jsCrcHWfFKWk3JmIZFaCccjApMwDXM4A4uQwm5pyIq7P4U6nEvH0rV0J90HpVJXyBmHXyY9fAFPPqzA</latexit><latexit sha1_base64="+JifkEqg1VkIxQiXHXNnz/LQtAI=">AAAC/3ichVK/S8NAFH7GX7X+aNVFcBGL4lQuIihORRfHVq0ttFKSeGowuYTkWqmhg6uji0NdFEREEFdnF/8Bh/4J4iQVXBx8uURES+sLyXv3vfe9fHf3VNvQXU5Io0vq7unt648MRAeHhkdi8dGxLdcqOxrNapZhOXlVcamhM5rlOjdo3naoYqoGzakHq34+V6GOq1tsk1dtum0qe0zf1TWFI5QvqqZXrZV4KZ4gSSJsqjWQwyABoaWt+BsUYQcs0KAMJlBgwDE2QAEXnwLIQMBGbBs8xByMdJGnUIMocstYRbFCQfQAv3u4KoQow7Xf0xVsDf9i4OsgcwpmyDO5IU3yRG7JC/ls28sTPXwtVfRqwKV2KXYysfHxL8tEz2H/h9VRM4ddWBJaddRuC8TfhRbwK0dnzY3l9RlvllySV9R/QRrkEXfAKu/aVYau17F7e0UqqgnOjOH6UJyHKRQyvAEP8U3M+/5btYt6PIF25mltmGsBE4dC/jsCrcHWfFKWk3JmIZFaCccjApMwDXM4A4uQwm5pyIq7P4U6nEvH0rV0J90HpVJXyBmHXyY9fAFPPqzA</latexit>
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<latexit sha1_base64="6Q5WZlo60J1Oqs6ok6ZvUeWLfq0=">AAADA3ichVI7S8RAEB7j+3mnNoKNeCiCcGxEUKwObSx93QM8OZK4dy6XbEKyd3KGK238AVpY+AALsRNbKxv/gMX9BLESBRsLJ5uIqJxOSGb2m/lmv92M7pjME4Q0WpTWtvaOzq7unt6+/oFYfHAo49kV16BpwzZtN6drHjUZp2nBhElzjks1SzdpVi8vBflslboes/mGqDl0y9JKnBWZoQmE8nnd8mv1gi+m1XohniBJIm3sd6BGQQIiW7Hjz5CHbbDBgApYQIGDwNgEDTx8NkEFAg5iW+Aj5mLEZJ5CHXqQW8EqihUaomX8lnC1GaEc10FPT7IN3MXE10XmGEyQB3JJXsg9uSKP5L1pL1/2CLTU0OshlzqF2MHI+tu/LAu9gJ0v1p+aBRRhXmplqN2RSHAKI+RX945e1hfWJvxJck6eUP8ZaZA7PAGvvhoXq3TtGLs3V6SjmvDOOK535X1YUiHHP+AjvoH5wH+q9lCPL9G/eUYT5nLIxKFQf47A7yAzk1TVpLo6m0gtRuPRBaMwDlM4A3OQwm4rkMa9HDiEEzhV9pUr5Vq5CUuVlogzDN9Muf0AY9muPA==</latexit><latexit sha1_base64="6Q5WZlo60J1Oqs6ok6ZvUeWLfq0=">AAADA3ichVI7S8RAEB7j+3mnNoKNeCiCcGxEUKwObSx93QM8OZK4dy6XbEKyd3KGK238AVpY+AALsRNbKxv/gMX9BLESBRsLJ5uIqJxOSGb2m/lmv92M7pjME4Q0WpTWtvaOzq7unt6+/oFYfHAo49kV16BpwzZtN6drHjUZp2nBhElzjks1SzdpVi8vBflslboes/mGqDl0y9JKnBWZoQmE8nnd8mv1gi+m1XohniBJIm3sd6BGQQIiW7Hjz5CHbbDBgApYQIGDwNgEDTx8NkEFAg5iW+Aj5mLEZJ5CHXqQW8EqihUaomX8lnC1GaEc10FPT7IN3MXE10XmGEyQB3JJXsg9uSKP5L1pL1/2CLTU0OshlzqF2MHI+tu/LAu9gJ0v1p+aBRRhXmplqN2RSHAKI+RX945e1hfWJvxJck6eUP8ZaZA7PAGvvhoXq3TtGLs3V6SjmvDOOK535X1YUiHHP+AjvoH5wH+q9lCPL9G/eUYT5nLIxKFQf47A7yAzk1TVpLo6m0gtRuPRBaMwDlM4A3OQwm4rkMa9HDiEEzhV9pUr5Vq5CUuVlogzDN9Muf0AY9muPA==</latexit><latexit sha1_base64="6Q5WZlo60J1Oqs6ok6ZvUeWLfq0=">AAADA3ichVI7S8RAEB7j+3mnNoKNeCiCcGxEUKwObSx93QM8OZK4dy6XbEKyd3KGK238AVpY+AALsRNbKxv/gMX9BLESBRsLJ5uIqJxOSGb2m/lmv92M7pjME4Q0WpTWtvaOzq7unt6+/oFYfHAo49kV16BpwzZtN6drHjUZp2nBhElzjks1SzdpVi8vBflslboes/mGqDl0y9JKnBWZoQmE8nnd8mv1gi+m1XohniBJIm3sd6BGQQIiW7Hjz5CHbbDBgApYQIGDwNgEDTx8NkEFAg5iW+Aj5mLEZJ5CHXqQW8EqihUaomX8lnC1GaEc10FPT7IN3MXE10XmGEyQB3JJXsg9uSKP5L1pL1/2CLTU0OshlzqF2MHI+tu/LAu9gJ0v1p+aBRRhXmplqN2RSHAKI+RX945e1hfWJvxJck6eUP8ZaZA7PAGvvhoXq3TtGLs3V6SjmvDOOK535X1YUiHHP+AjvoH5wH+q9lCPL9G/eUYT5nLIxKFQf47A7yAzk1TVpLo6m0gtRuPRBaMwDlM4A3OQwm4rkMa9HDiEEzhV9pUr5Vq5CUuVlogzDN9Muf0AY9muPA==</latexit><latexit sha1_base64="6Q5WZlo60J1Oqs6ok6ZvUeWLfq0=">AAADA3ichVI7S8RAEB7j+3mnNoKNeCiCcGxEUKwObSx93QM8OZK4dy6XbEKyd3KGK238AVpY+AALsRNbKxv/gMX9BLESBRsLJ5uIqJxOSGb2m/lmv92M7pjME4Q0WpTWtvaOzq7unt6+/oFYfHAo49kV16BpwzZtN6drHjUZp2nBhElzjks1SzdpVi8vBflslboes/mGqDl0y9JKnBWZoQmE8nnd8mv1gi+m1XohniBJIm3sd6BGQQIiW7Hjz5CHbbDBgApYQIGDwNgEDTx8NkEFAg5iW+Aj5mLEZJ5CHXqQW8EqihUaomX8lnC1GaEc10FPT7IN3MXE10XmGEyQB3JJXsg9uSKP5L1pL1/2CLTU0OshlzqF2MHI+tu/LAu9gJ0v1p+aBRRhXmplqN2RSHAKI+RX945e1hfWJvxJck6eUP8ZaZA7PAGvvhoXq3TtGLs3V6SjmvDOOK535X1YUiHHP+AjvoH5wH+q9lCPL9G/eUYT5nLIxKFQf47A7yAzk1TVpLo6m0gtRuPRBaMwDlM4A3OQwm4rkMa9HDiEEzhV9pUr5Vq5CUuVlogzDN9Muf0AY9muPA==</latexit>
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.

APPENDIX

A. Update of Site Approximations (3) and (4)

In this appendix, the procedures for updating the site
parameters of h̃(3)

j,i are introduced briefly (the site parameters
of h̃(4) can be updated analogously). See [22] for the general
procedures of EP.
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whose parameters are again easily computed because the
distributions are in the exponential family.

B. Update of Site Approximation (5)

The outline of procedures for updating the site parameters
of h̃(5)

j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
the site parameters using the computed moments. Below we
show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.
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whose parameters are again easily computed because the
distributions are in the exponential family.
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j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
the site parameters using the computed moments. Below we
show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.
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In this appendix, the procedures for updating the site
parameters of h̃(3)

j,i are introduced briefly (the site parameters
of h̃(4) can be updated analogously). See [22] for the general
procedures of EP.
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j,i + ĉ\(3)j,i

¯̂c\(3)j,i )(I0 � Iz1 ),

where I0 is the zeroth moment, Iz1 is the first moment with
regard to z0, and the other quantities are analogously defined.
Finally, update h̃(3)

j,i by
⇣
h̃(3)
j,i

⌘new
/

q⇤

q\(3)j,i

,

whose parameters are again easily computed because the
distributions are in the exponential family.

B. Update of Site Approximation (5)
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j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
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show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.

APPENDIX

A. Update of Site Approximations (3) and (4)

In this appendix, the procedures for updating the site
parameters of h̃(3)

j,i are introduced briefly (the site parameters
of h̃(4) can be updated analogously). See [22] for the general
procedures of EP.
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whose parameters, m̂\(3), v̂\(3) ĉ\(3), û\(3), and b̂\(3) can
be computed easily because all the distributions are in the
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q⇤ = argmin
q0

DKL

⇣
q̂\(3)j,i p(�j,i | 'j,i, z

0
j,i)

��� q0
⌘
,

by matching the moments up to the second order. The
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whose parameters are again easily computed because the
distributions are in the exponential family.

B. Update of Site Approximation (5)

The outline of procedures for updating the site parameters
of h̃(5)

j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
the site parameters using the computed moments. Below we
show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.

APPENDIX

A. Update of Site Approximations (3) and (4)

In this appendix, the procedures for updating the site
parameters of h̃(3)

j,i are introduced briefly (the site parameters
of h̃(4) can be updated analogously). See [22] for the general
procedures of EP.
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whose parameters, m̂\(3), v̂\(3) ĉ\(3), û\(3), and b̂\(3) can
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whose parameters are again easily computed because the
distributions are in the exponential family.

B. Update of Site Approximation (5)

The outline of procedures for updating the site parameters
of h̃(5)

j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
the site parameters using the computed moments. Below we
show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].
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Fig. 4: (a) Three snapshots from the cylinder wake dataset; the flow is at unstable equilibrium at time = 1, the wake is
occurring around time = 200, and finally a Kármán’s vortex street is clearly observed at time = 400. (b) Eigenvalues
estimated by FSDMD, numbered from 1 to 12. Conjugate eigenvalues are omitted for simplicity. (c) The upper plot shows
the estimated on-off states of the dynamic modes from #1 to #12. The lower plot shows the magnitude of the lift coefficient
around the cylinder; from this plot, we can see that the flow is transient around time = 200 and that the flow approaches
the limit cycle after time = 300. The closer the flow approaches the limit cycle, dynamic modes with the higher frequency
appear. (d) Contour plots of three dynamic modes.

priors. The inference and learning of the proposed model can
be realized with an approximative EM algorithm, where the
posterior is approximated using the expectation propagation
technique.

Several points should be explored in the future. For
example, the automatic determination of the total number
of dynamic modes can be performed more elegantly using
the techniques of Bayesian nonparametrics.

APPENDIX

A. Update of Site Approximations (3) and (4)

In this appendix, the procedures for updating the site
parameters of h̃(3)

j,i are introduced briefly (the site parameters
of h̃(4) can be updated analogously). See [22] for the general
procedures of EP.

First, compute a cavity distribution:
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whose parameters, m̂\(3), v̂\(3) ĉ\(3), û\(3), and b̂\(3) can
be computed easily because all the distributions are in the
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by matching the moments up to the second order. The
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whose parameters are again easily computed because the
distributions are in the exponential family.

B. Update of Site Approximation (5)

The outline of procedures for updating the site parameters
of h̃(5)

j,i is the same with the one for h̃(3) and h̃(4), which is
presented in Appendix A. That is, 1) we compute a cavity
distribution, 2) conduct the moment matching, and 3) update
the site parameters using the computed moments. Below we
show a summary of computations. For the derivation, readers
are recommended to see Section 4.5 of Andersen et al. [19].

First, let q̂\(5)j,i (z0j,i, �
0
j,i) be the cavity distribution, i.e,

q̂\(5)j,i (z0j,i, �
0
j,i) /

q(z0j,i, �
0
j,i)

h̃(5)
j,i (z

0
j,i, �

0
j,i)

= Bz0
j,i

⇣
�(b̂\(5)j,i )

⌘
· N�0

j,i

⇣
⌘̂\(5)j,i , ⇠̂\(5)j,i

⌘

Then, compute the moments of q⇤ by

Iz1 = �(b̂\(5)j,i )�(↵̂\(5)
j,i ),

I0 = Iz1 + (1� �(b̂\(5)j,i ))
⇣
1� �(↵̂\(5)

j,i )
⌘
,

I�1 = I0⌘̂
\(5)
j,i + (2Iz1 � �(↵̂\(5)

j,i ))�̂\(5)
j,i , and

CONFIDENTIAL. Limited circulation. For review only.

Preprint submitted to 57th IEEE Conference on Decision and Control.

Received March 20, 2018.

�µýĚďĢĮēėèY�î÷ãê
Ļ=> �ýėīēĠĶè»��ü<&ļ

ıĺġ (zi) ý¿�

time

D�ığĶ Ļfactorially-switching DMDļŀ

D�îò°Ãŀ

\��Ļ½}�û{Ċ�µļŀ

Ļ�7�ûa"ýėĢĜĩĖĳĜĠļ

�7�û%�ıĺġĻ�ÅĦęĺĸļ

[11], [12], [13]. DMD basically computes the eigende-
composition of Y X†, where the columns of X comprise
x1, . . . ,xn, and Y is build analogously. Recently there
have been proposed many variants of DMD. For example,
extensions of DMD using nonlinear basis functions [14]
or the kernel method [15], [16], [17] are widely utilized.
The proposed method in this work is based on probabilistic
DMD [9], which is a probabilistic model whose maximum-
likelihood solution coincides with the solution of DMD under
some conditions.

III. FACTORIALLY-SWITCHING DMD
In this work, we developed a probabilistic model for

conducting DMD for time-varying dynamical systems. We
refer to the proposed model as factorially-switching DMD

(FSDMD) as each dynamic mode is adaptively turned “on”
and “off” and the “on-off” states of multiple modes deter-
mine the overall switching state of the system. In this section,
we describe the generative process of data in FSDMD, which
is shown as a graphical model in Figure 1. The inference
procedures are deferred to the next section.

A. Observation Model

Let (xi 2 Cm, yi 2 Cm) be the i-th pair of snapshots
(i = 1, . . . , n). The observation model (likelihood) is

p(xi,yi | �i, i) = p(xi | �i)p(yi |  i), (4)
p(xi | �i) = CNxi

�
W�i,�

2I
�
, (5)

p(yi |  i) = CN yi

�
W⇤ i,�

2I
�
, (6)

where �, 2 Cr are intermediate latent variables, and r
denotes the total number of dynamic modes. W 2 Cm⇥r is a
matrix whose columns comprise dynamic modes, ⇤ 2 Cr⇥r

is a diagonal matrix whose diagonal elements � = diag(⇤)
comprise eigenvalues, and �2 is the observation noise vari-
ance. We refer to W , �, and �2 as model parameters

and denote the set of them by ✓ in the sequel. Moreover,
CNx (m,V ) denotes the complex normal distribution on x
with mean m and covariance V . Note that this definition
of the observation model is almost identical to the one of
probabilistic DMD [9]; the difference lies in the formulation
of the latent variables, here � and  , which is manifested
below.

B. Priors

The priors on � and  are defined using the two-level

spike-and-slab model, i.e.,

p (�j,i | 'j,i, z�,j,i)

= (1� z�,j,i) �(�j,i) + z�,j,i�(�j,i�'j,i),
(7)

p ( j,i | 'j,i, z ,j,i)

= (1� z ,j,i) �( j,i) + z ,j,i�( j,i � 'j,i),
(8)

p('j,i) = CN'j,i(0, 1), (9)

where �j,i denotes the j-th element of �i for j = 1, . . . , r,
and �(·) is the Dirac delta function. Here, ' is the latent
variable corresponding to the values of Koopman eigenfunc-
tions, and z�, z 2 {0, 1} are latent variables for controlling

xi yi

�i  i

'i

zi

xi+1 yi+1

�i+1  i+1

'i+1

zi+1

�i �i+1

✓

Fig. 1: Graphical model of FSDMD for two slices i and i+1.
The gray nodes are observed random variables, the white
nodes are hidden random variables, and ✓ denotes the set of
model parameters. The arrows between nodes denote their
dependency. The thick edge between � means a dependency
modeled by GP.

“on-off” of each mode at each timestep. For instance, if
z�,j,i = z ,j,i = 1, wj is a valid dynamic mode for the
system at time i. If z�,j,i = z ,j,i = 0, wj does not
contribute as a dynamic mode at time i. Furthermore, if
z�,j,i = 1 and z ,j,i = 0, the j-th mode turns from “on”
to “off” within the observation interval of the i-th snapshot
pair, and vice versa.

The “on-off” latent variables, z� and z , are usually not
independent because snapshots in a pair are taken with a
fixed interval and the snapshot pairs are generally ordered
like a time-series. Therefore, the priors on z� and z should
be structured according to the underlying dependency. To
this end, we use the formulation proposed by Andersen
et al. [18], [19], which utilizes Gaussian processes (GPs)
for setting structured priors on z� and z as follows:

p(zj | �j) =
2nY

i=1

Bzj,i (�(�j,i)) , (10)

p(�j) = N�j (µj1,⌃j) . (11)

Here, zj = [z�,j,1 z ,j,1 · · · z�,j,n z ,j,n]
T
2 {0, 1}2n and

�j 2 R2n. Moreover, Bz(·) means the Bernoulli distribution
on z, �(·) is the cumulative distribution function of the
standard normal distribution, and 1 denotes a column vector
filled with ones. The mean of GP, µj 2 R, determines the
bias in z·,j,·, i.e., z tends to be zero if µj < 0 and tends
to be one if µj > 0. ⌃j is the covariance matrix of GP,
and its (i1, i2)-th element is determined with the value of
a positive semidefinite kernel kj(i1, i2), where i1 and i2
denote timestamps of two snapshots. Basically, the value of
µ and the type of k(i1, i2) should be chosen by the user.
Meanwhile, we provide an empirical Bayes update rule of µ
in Section IV.

C. Assumptions for Fast GP Inference

The inference with a general covariance matrix of GP may
be prohibitively slow due to its inversion. However, in our
case, it can be sped up with the following two assumptions.

[11], [12], [13]. DMD basically computes the eigende-
composition of Y X†, where the columns of X comprise
x1, . . . ,xn, and Y is build analogously. Recently there
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extensions of DMD using nonlinear basis functions [14]
or the kernel method [15], [16], [17] are widely utilized.
The proposed method in this work is based on probabilistic
DMD [9], which is a probabilistic model whose maximum-
likelihood solution coincides with the solution of DMD under
some conditions.

III. FACTORIALLY-SWITCHING DMD
In this work, we developed a probabilistic model for

conducting DMD for time-varying dynamical systems. We
refer to the proposed model as factorially-switching DMD

(FSDMD) as each dynamic mode is adaptively turned “on”
and “off” and the “on-off” states of multiple modes deter-
mine the overall switching state of the system. In this section,
we describe the generative process of data in FSDMD, which
is shown as a graphical model in Figure 1. The inference
procedures are deferred to the next section.

A. Observation Model

Let (xi 2 Cm, yi 2 Cm) be the i-th pair of snapshots
(i = 1, . . . , n). The observation model (likelihood) is

p(xi,yi | �i, i) = p(xi | �i)p(yi |  i), (4)
p(xi | �i) = CNxi
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W�i,�

2I
�
, (5)

p(yi |  i) = CN yi

�
W⇤ i,�

2I
�
, (6)

where �, 2 Cr are intermediate latent variables, and r
denotes the total number of dynamic modes. W 2 Cm⇥r is a
matrix whose columns comprise dynamic modes, ⇤ 2 Cr⇥r

is a diagonal matrix whose diagonal elements � = diag(⇤)
comprise eigenvalues, and �2 is the observation noise vari-
ance. We refer to W , �, and �2 as model parameters

and denote the set of them by ✓ in the sequel. Moreover,
CNx (m,V ) denotes the complex normal distribution on x
with mean m and covariance V . Note that this definition
of the observation model is almost identical to the one of
probabilistic DMD [9]; the difference lies in the formulation
of the latent variables, here � and  , which is manifested
below.

B. Priors

The priors on � and  are defined using the two-level

spike-and-slab model, i.e.,

p (�j,i | 'j,i, z�,j,i)

= (1� z�,j,i) �(�j,i) + z�,j,i�(�j,i�'j,i),
(7)

p ( j,i | 'j,i, z ,j,i)

= (1� z ,j,i) �( j,i) + z ,j,i�( j,i � 'j,i),
(8)

p('j,i) = CN'j,i(0, 1), (9)

where �j,i denotes the j-th element of �i for j = 1, . . . , r,
and �(·) is the Dirac delta function. Here, ' is the latent
variable corresponding to the values of Koopman eigenfunc-
tions, and z�, z 2 {0, 1} are latent variables for controlling
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Fig. 1: Graphical model of FSDMD for two slices i and i+1.
The gray nodes are observed random variables, the white
nodes are hidden random variables, and ✓ denotes the set of
model parameters. The arrows between nodes denote their
dependency. The thick edge between � means a dependency
modeled by GP.

“on-off” of each mode at each timestep. For instance, if
z�,j,i = z ,j,i = 1, wj is a valid dynamic mode for the
system at time i. If z�,j,i = z ,j,i = 0, wj does not
contribute as a dynamic mode at time i. Furthermore, if
z�,j,i = 1 and z ,j,i = 0, the j-th mode turns from “on”
to “off” within the observation interval of the i-th snapshot
pair, and vice versa.

The “on-off” latent variables, z� and z , are usually not
independent because snapshots in a pair are taken with a
fixed interval and the snapshot pairs are generally ordered
like a time-series. Therefore, the priors on z� and z should
be structured according to the underlying dependency. To
this end, we use the formulation proposed by Andersen
et al. [18], [19], which utilizes Gaussian processes (GPs)
for setting structured priors on z� and z as follows:

p(zj | �j) =
2nY

i=1

Bzj,i (�(�j,i)) , (10)

p(�j) = N�j (µj1,⌃j) . (11)

Here, zj = [z�,j,1 z ,j,1 · · · z�,j,n z ,j,n]
T
2 {0, 1}2n and

�j 2 R2n. Moreover, Bz(·) means the Bernoulli distribution
on z, �(·) is the cumulative distribution function of the
standard normal distribution, and 1 denotes a column vector
filled with ones. The mean of GP, µj 2 R, determines the
bias in z·,j,·, i.e., z tends to be zero if µj < 0 and tends
to be one if µj > 0. ⌃j is the covariance matrix of GP,
and its (i1, i2)-th element is determined with the value of
a positive semidefinite kernel kj(i1, i2), where i1 and i2
denote timestamps of two snapshots. Basically, the value of
µ and the type of k(i1, i2) should be chosen by the user.
Meanwhile, we provide an empirical Bayes update rule of µ
in Section IV.

C. Assumptions for Fast GP Inference

The inference with a general covariance matrix of GP may
be prohibitively slow due to its inversion. However, in our
case, it can be sped up with the following two assumptions.
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z�,j,i = z ,j,i = 1, wj is a valid dynamic mode for the
system at time i. If z�,j,i = z ,j,i = 0, wj does not
contribute as a dynamic mode at time i. Furthermore, if
z�,j,i = 1 and z ,j,i = 0, the j-th mode turns from “on”
to “off” within the observation interval of the i-th snapshot
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The “on-off” latent variables, z� and z , are usually not
independent because snapshots in a pair are taken with a
fixed interval and the snapshot pairs are generally ordered
like a time-series. Therefore, the priors on z� and z should
be structured according to the underlying dependency. To
this end, we use the formulation proposed by Andersen
et al. [18], [19], which utilizes Gaussian processes (GPs)
for setting structured priors on z� and z as follows:
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T
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�j 2 R2n. Moreover, Bz(·) means the Bernoulli distribution
on z, �(·) is the cumulative distribution function of the
standard normal distribution, and 1 denotes a column vector
filled with ones. The mean of GP, µj 2 R, determines the
bias in z·,j,·, i.e., z tends to be zero if µj < 0 and tends
to be one if µj > 0. ⌃j is the covariance matrix of GP,
and its (i1, i2)-th element is determined with the value of
a positive semidefinite kernel kj(i1, i2), where i1 and i2
denote timestamps of two snapshots. Basically, the value of
µ and the type of k(i1, i2) should be chosen by the user.
Meanwhile, we provide an empirical Bayes update rule of µ
in Section IV.

C. Assumptions for Fast GP Inference

The inference with a general covariance matrix of GP may
be prohibitively slow due to its inversion. However, in our
case, it can be sped up with the following two assumptions.

ıĺġý on / off Č
�åĉ<\

a<ûĖėĞįČ
ıĺġý�ĈcċĈ
üĆĈª�+¥ü

ù ý	#�Fþspike-and-slabığĶ
üĆĈª� => ėĦĺėüY@

8fùûĉ®~ığĶ
Ļ���DMDığĶĻ[5]ļçćoSļ

aÅ�û»�Oþ �ý
ĒĐė½�	#�Føª�

D�ığĶýĔĴĨĎđĶĹığĶ

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

2õý$?� ù ý
%$?��OČu·

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>

<latexit sha1_base64="(null)">(null)</latexit>


