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❑ Tensor network (TN) algorithms and applications: Our team has developed robust tensor decomposition algorithms

and several methods for learning optimal tensor network structures as well as the extension to functional tensor

completion that can address the combinatorial distribution shift challenges in multi-output regression task.

❑ Adversarial robustness of deep models: Our team has focused on advancing the generalization of adversarial

robustness to unseen attacks as well as adversarial robustness in unsupervised learning, particularly for multi-view

representation learning and clustering.

Motivation

❑ Low-rank tensor representation is ineffective when data is corrupted by 

multi-type of outliers. 

❑ Finding optimal tensor network structure is challenging.

❑ Applying tensor methods to addressing key challenges in ML.

❑ Diffusion model with contrastive guidance can mitigate the tradeoff 

between keeping semantic information and removing adversarial 

perturbations. 

❑ Contrasive loss is designed to ensure that purified examples at 

adjacent steps are similar, while remaining dissimilar to other purified 
examples. 

(Wang et al. NeurIPS’24)

(Qiu et al. AAAI’24)

Learning optimal tensor network structure

❑ Learning from a fully connected TN to an optimal TN by imposing 

sparsity regularizer on diagonal factors associated with each TN edge

(Zheng et al. CVPR’24)

❑ LLM to discover new effective algorithms by feeding existing algorithms

❑ Constructing a pipeline of prompts and evaluation with downstream tasks 

(Zeng et al. ICML’24)

Functional tensor for combinatorial distribution shift (CDS)

❑ Distribution of combinations of input features 

shifts between training and testing data.

❑ Development of functional tensor completion, 

an extension from discrete indices to 

continuous indices, aiming to achieve robust 

regression of new feature combinations.

Motivation

❑ Adversarial training is of poor generalization to unseen attacks. 

❑ Adversarial purification is of low robustness performance.

Guided diffusion model for adversarial purification
(Bai et al. ICML’24)

Adversarially robust deep multi-view clustering (DMVC)

(Huang et al. ICML’24)❑ Deep multi-view clustering, 

an unsupervised learning, is 

generally robust due to its 

robust representation learning. 

❑ We found that it can be 

attacked by specially designed 

learning objectives. 

❑ Robustifying multi-view representation learning by integrating adversarial 

training with both clustering loss and contrastive loss.   

❑ The mutual information between adversarial inputs and predictive clusters 

is beneficial for robust multi-view learning. 

Robust tensor ring decomposition with multi-mode outliers
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