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Overview and Goals
Goal: to design low-cost AI systems that can learn and improve continually 
throughout their lives, just like humans and animals. Currently, deep 
learning requires a large amount of data which is costly, rigid, and cannot 
quickly adapt. We aim to fix this with a new principle which Bayes-duality. 

Summary for the year 2024 (paper number shown in green boxes)
1. We obtain state-of-the-art result at GPT-2 level with a new variational 

algorithm called Improved Variational Online Newton (IVON).
2. IVON also improves performance for LoRA fintetuning over standard 

methods such as AdamW.
3. We propose new uncertainty-based methods to understand and 

improve model-merging in Large Language Models (LLMs).
4. We propose new conformal prediction methods to address challenging 

cases, such as, heteroscedastic, multimodal, or skewed distributions.
5. We participated in a position paper to emphasize the importance of 

Bayesian methods for large-scale AI based on deep learning.

Continual Lifelong LearningStandard Deep Learning

IVON Model Merging
Problem: LLMs can be merged with finetuned models by a simple 
parameter addition. This works surprisingly well, but why? 

3. N. Daheim, T. Möllenhoff, E. Ponti, I. Gurevych, M. E. Khan, Model Merging by Uncertainty-
Based Gradient Matching, ICLR 2024.

1. Nickl, Xu*, Tailor*, Moellenhoff, Khan, The Memory Perturbation Equation: Understanding 
Model’s Sensitivity to Data, NeurIPS 2023.

A New Conformal Prediction Method

Position: Bayes is Needed in the Age of Large-Scale AI

5. M. E. Khan (among many authors), Position paper: Bayesian Deep Learning in the Age of 
Large-Scale AI, ICML 2024.

Summary: We argue that Bayesian deep learning can improve the capabilities of 
deep learning, while acknowledging many of its challenges with and highlighting 
new research addressing the obstacles.

Contribution: We connect the inaccuracy of model merging to 
mismatch in the gradients. When gradient mismatch is small, 
parameter addition works well. To reduce large gradient mismatch, 
we propose a Hessian-based method to reduce the error.

Result: Our method improves performance and is less sensitive to hyperparameters.

Gradient mismatch correlates with test error Gradient mismatch and its approximation

1. Y. Shen*, N. Daheim*, B. Cong, P. Nickl, G.M. Marconi, C. Bazan, R. Yokota, I. Gurevych, D. Cremers, 
M.E. Khan, T. Möllenhoff. Variational Learning is Effective for Large Deep Networks. ICML, 2024. 

2. B. Cong, N. Daheim, Y. Shen, D. Cremers, R. Yokota, M.E. Khan, T. Möllenhoff. Variational Low-
Rank Adaptation using IVON. NeurIPS Workshop on Fine-Tuning in Modern ML (FITML), 2024.

Problem & Contribution [1]: Existing variational-learning algorithms do not work as 
well as Adam at large scale (e.g., GPT level) while also keeping the cost the same. We 
propose IVON that fixes this issue and obtains state-of-the-art results on GPT-2.

ResNet-50 on 
ImageNet

4. E. Guha, S. Natarajan, T. Möllenhoff, M. E. Khan, E. Ndiaye. Conformal Prediction via 
Regression-as-Classification. ICLR 2024.

Problem: Conformal Prediction (CP) 
aims to estimate uncertainty, but can be 
challenging to use for regression, 
especially with heteroskedastic, 
multimodal, or skewed distributions. 

Contribution: We circumvent these 
challenges by converting regression to a 
classification problem and then use CP 
for classification. This gives surprisingly 
good results on many practical problems.

RMSprop IVON

Code (just 2 lines modification)

Plug-and-Play code

IVON on GPT-2 (better perplexity than AdamW) IVON on ImageNet (better accuracy)

IVON obtained first position on 
NeurIPS 2023 challenge (the 

team won $3000)

IVON works well for LoRA finetuning on Llama 2 (7 billion parameters)

Code: pip install R2CCP (also available as part of TorchCP) 
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