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研究成果: Brain Analysis via sparse Bayesian correntropy learning
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Brain analysis via sparse Bayesian learning

Inadequate robustness to non-Gaussian noise

Brain-behavior decoding*1

Brain current source imaging*2

We aim to propose an improved noise model with better
flexibility to model the real-world brain recording noise.

Li Y., … & Yamashita O. Sparse Bayesian correntropy learning for robust muscle activity 
reconstruction from noisy brain recordings. Neural Networks, 182, 106899.
Li Y., … & Yamashita O. Correntropy-based improper likelihood model for robust 
electrophysiological source imaging. arXiv preprint arXiv:2408.14843.

*1
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We aim to propose an improved noise assumption for sparse 
Bayesian learning framework which is robust against the non-
Gaussian (heavy-tailed) brain recording noise.

Sparse Bayesian learning is a popular approach for brain signal 
analysis due to the small size of real-world dataset.

Conventional Gaussian noise assumption is not adequate for the 
real-world brain recording noise with complex distributions.

Original correntropy-based loss function:

Correntropy-based noise assumption:

Maximum likelihood estimation of this proposed noise 
assumption is equal to the original loss function.

Correntropy-based noise distribution will degenerate 
to the Gaussian model with h→+∞.

Face perception task (EEG-based simulation performance)

Gaussian                                Proposed

Muscle activity (filtered EMG) decoding from EEG signal
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