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General modern NLP pipeline

N
.~ 1- Semi-supervised learning on very s 2- Supervised learning for a specific .
N large textual corpus ¥ task [ex text classification, intent detection and slot \

filing for chatbets, ) Using labeled data.

Using datasets...

Description Type
Wikipedia, open access books, ...
Whole body radionuclide bone scan due to prostate Urology
cancer
. we train a network to: Combined closed vitrectomy with membrane peeling, Surgery

fluid-air exchange, and endolaser, right eye.

Predict a the next token in a sentence, a _ ~A:,
hidden word in a window, choosing the -

next next sentence between two given..

Fertile male with conpleted fanily. Elective male urology
sterilization via bilatersl vasectony.

- Weget:
Word representations (embeddings).
The learnt model is discarded but we
use the hidden layer holding weights for
each words -- the latent word

\ representation.
\

Urology

surgery

Neural net1:
Learn representations

Neural net 2 :
Downstream task

o F = £ DA




Where are we know 7 (GLUE [Wang et al. 2018])

SuperGLUE iFAQ jik Diagnostics < Submit

Rank Name URL Score ColA SST-2 MRPC S8  QQP MNLLm MNLLnm  QNLI  RTE  WNI
1 GLUE Human Baselines  GLUE Human Baselines (7' s71 664 o7 ss3m0s 0270026 595804 020 028 912 035 059 -
M 2 Microsoft D365 Al & MSR MT-DNN-ensemble (842 654 965 9221805 89680.0 737899 679 874 960 857 651 428
s = ALICE large (Aliaba DAMO NLP 839 653 952 920/803 90.3/304 74.1/905 880 e77 957 831 651 436
4 Stanford Hazy Research  Snorkel MeTal. (' 832 638 962 915835 90.1/807 731889 576 872 939 809 651 399
5 i SemBERT (4 529 623 946 9121883 §7.8867 728098 676 263 946 845 651 424
6 Anonymous Anonymous  BERT + BAM ' 823 615 952 913833 88670 725887 866 858 931 804 651 407
7 MNishShrishKeskar  Span-Exracive BERTonSTILTs (41 823 632 945 0061876 804202 722894 865 858 925 798 651 283
8 Jason Phang BERT on STILTs @ 820 621 943 902866 887883 710084 864 856 927 801 651 283
BILSTM#Attn: 65. s 9 Jacob Devin BERT 244ayers, 16-neads, 1024 (' 805 605 949 89.3/854 876/865 721893 867 859 927 701 651 396
i;ferSEm: 639 10 Neil Houlsby BERT - Singletask Adapters (' 802 502 943 887/843 8731861 715804 854 850 924 TI6 651 92
CEOW: 58 11 GLUE Basslines BILSTM+ELMo*Altn (2 700 335 904 844780 742723 631843 741 745 798 589 651 217
BILSTM+ELMo (&' 677 321 503 847780 703678 611826 672 679 755 574 651 213

Single Task BILSTM<ELMo=Atn (2" 665 350 902 80.2/688 555525 6611865 769 767 767 503 651 279
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All we need ...

m Self-supervised learning from massive unlabelled text corpora

m Attention (and residual connections) is all you need (ELMO [Peters
et al. 2018], BERT [Devlin et al. 2018])

m And Super GLUE [Wang et al. 2019])

Christophe Gravier Riken AIP Tokyo
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All we need ...

m Self-supervised learning from massive unlabelled text corpora

m Attention (and residual connections) is all you need (ELMO [Peters
et al. 2018], BERT [Devlin et al. 2018])

m And Super GLUE [Wang et al. 2019])

But. .. “Do Supervised Distributional Methods Really Learn Lexical
Inference Relations” [Levy et al. 2015] ?
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Neural net r NLP:Can C




Wait ... (Figure from [Wang et al. 2019])
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Coincidence 7 | think not.

Most tasks present over-human performance ! But ...

- No improvement on Natural Language inference (WNLI) [Levesque,
Davis, and Morgenstern 2012]
- Subpar for Recognizing Textual Entailment (RTE) [Dagan, Glickman,
and Magnini 2005; Bar-Haim et al. 2006; Giampiccolo et al. 2007;
Bentivogli et al. 2009]
Example from RTE (Does A entails hypothesis B ?):

m A: Time Warner is the worlds largest media and internet company

m B: Time Warner is the worlds largest company

Example from WNLI (Co-reference resolution):

m The trophy does not fit in the brown suitcase because it is too
small. What is too small 7 A: The trophy, B: The suitcase

Christophe Gravier Riken AIP Tokyo




Some unsolved problems (we are saved)

Some NLP models that are not “solved” [Devlin 2019]

m Models minimizing total training cost vs. accuracy on modern hardware

m Models that are very parameter efficient (e.g., for mobile)

Models that represent knowledge/context in latent space
m Models that represent structured data (e.g., knowledge graph)

m Models that jointly represent vision and language

Christophe Gravier Riken AIP Tokyo

Neural netwc NLP:Can structured knowledge help?



What we are gonna discuss today

How to combine the modern neural based
NLP pipeline with external, structured (or
semi-structured) knowledge and how much
does it help ?

Christophe Gravier Riken AIP Tokyo




Semi-structured knowledge for learning representations

Dict2Vec

Table of contents

Semi-structured knowledge for learning representations
m Dict2Vec

Christophe Gravier Riken AIP Tokyo
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tured

Dict2Vec

Plain old dictionaries

on very
large textual corpus

Using datasets...
Wikipedia, open access books, ...

... We train a network to :

Predict the next token in a sentence, a - -
hidden word in a window, choosing the H"""
next sentence between two given..

- Weget:

Word representaticns (embeddings)

The learnt model is discarded but we

use the hidden layer holding weights for *
each words -- the latent word *
representation

Christophe Gravier Riken AIP Tokyo
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structured kn

e for learning

Dict2Vec

Word2vec

m Slide a window across a corpora

m Move closer vectors of words within the

Source Text

fox jumps over the
fox jumps over the

| The| quick-fox|jumps|over the

The

The| quick| brown - jumps| over | the

lazy dog.

lazy dog.

lazy dog.

lazy dog.

same window

Training
Samples

(the, quick)
(the, brown)

(quick, the)
(quick, brown)
(quick, fox)

(brown, the)
(brown, quick)
(brown, fox)
(brown, jumps)

(fox, quick)
(fox, brown)
(fox, jumps)
(fox, over)

Image taken from : https://mubaris.com/posts/word2vec/

Christophe Gravier Riken AIP Tokyo
for NLP:Car
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structured k

Dict2Vec

word2vec

Limitations

— Words within the same window are not always related

— Synonymy, meronymy, etc. happen rarely inside a window

Solution: add information contained in dictionaries

+ Strong semantic information

+ Weak supervision using higher-level and/or noisier input from
subject matter experts [Ratner et al. 2017], here linguists.

+ Move closer related words

Christophe Gravier Riken AIP Tokyo
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structured kn e for learning representations

Dict2Vec

Crawling online dictionaries

m Crawl dictionary webpage of each word
m Parse HTML to extract the definitions
m Use 4 different dictionaries (Oxford,

car
noun [C] - UK o Ika'/ US o Ikar/

aroad vehicle with an engine, four wheels,

and seats for a small number of people: Camb”dge’ CO”lnS, d|ct|onary.com) —
They don't have a car. e

Where did you park yourcar? Definitions of 200k words

It's quicker by car.

a car chase/accidentaciory m For each word, all senses are

a part of atrain used for a special purpose: concatenated (no disambiguation)

a restaurant/sleeping car

m POS, etymology, synonymy ... are not
taken into account

Christophe Gravier Riken AIP Tokyo
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Semi-structured knowledge for learning representations

Dict2Vec

Strong and Weak pairs

car : a road vehicle, typically with four wheels, powered by an internal
combustion engine and able to carry a small number of people.
vehicle : a thing used for transporting people or goods, especially on
land, such as a car, lorry or cart.

wheel : a circular object that revolves on an axle and is fixed below a
vehicle or other object to enable it to move easily over the ground.

m Strong pair: mutual inclusion (car — vehicle)

m Weak pair: one-sided inclusion (car — wheel), (wheel = vehicle)

Christophe Gravier Riken AIP Tokyo
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Semi-structured knowledge for learning rep

Dict2Vec

Objective function

Positive Sampling: move closer words forming either a strong or a weak pair

Jpos(Wt) = /65 Z E(Vt : Vi) + ﬁW Z K(Vf : VJ) (1)

W; € Strong (wt) w; € Wear (we)

Controlled Negative Sampling: prevent related words to be moved further

)= Y v w) @
w; € F (we)
w; & Strong (Wt)
w; & Weak (we)

Global Objective Function

J= Z Z E(Vt : Vt+C) + JPOS(Wt) + J"eé’(Wt) (3)

t=1 c=—n

Christophe Gravier Riken AIP Tokyo
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Word semantic similarity evaluation

similarity (mean)

communication

7.35
7.46
7.62
5.77
7.50
1.62
1.81
6.69
2.50
8.38

Christophe Gravier Riken AIP Tokyo
ct

Table: Example of WS353 word similarity dataset.




Semi-structured knowledge for learning representations

Dict2Vec

Word semantic similarity evaluation

m Trained on Wikipedia (July 2017), 3 corpora sizes

m Compared to word2vec [Mikolov et al. 2013] (w2v) and
fasttext [Bojanowski et al. 2017] (FT)

50M 200M Full
w2v  FT our w2v FT our w2v  FT our
MC-30 69.7 722 84.0 742 795 85.4 80.9 83.1 86.0
RW 375 442 475 37.7 475 46.7 40.7 46.4 48.2

SimVerb 165 179 36.3 183 206 37.7 18.6 222 38.4
WS353  66.0 65.7 73.8 69.4 701 76.2 70.5 729 75.6
YP-130 458 415 66.6 449 509 61.6 50.2 53.3 64.6

Table: Spearman’s rank correlation scores for several similarity datasets.

Christophe Gravier Riken AIP Tokyo
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Dict2Vec

Using WordNet pairs for positive sampling

m Replace strong pairs with WordNet pairs

m Dictionaries are better than WordNet for positive sampling

50M 200M  full

No pairs 453 471 4838
With WordNet pairs 56.4 56.6 55.9
With dictionary pairs 56.9 56.9 57.1

Table: Weighted average semantic similarity score of dict2vec vectors when
trained with WordNet or dictionary pairs.

Christophe Gravier Riken AIP Tokyo




Semi-structured knowledge for learning representations

Dict2Vec

Using dictionaries for retrofitting

m Retrofitting: moving closer related words after training as
in [Faruqui et al. 2014]

m Dictionaries are also better than WordNet for retrofitting

m Retrofitted w2v and FT are worse than the basic dict2vec vectors

50M 200M Full
w2v FT our w2v FT our w2v FT our
No retrofit 45.3 46.7 56.9 47.1 503 56.9 488 508 57.1
RWordNet 474 476 58.2 48.8 504 58.1 50.7 503 583
Rudictionary 47.9 48.9 58.2 49.4 524 58.7 51.2 52,9 59.2

Table: Weighted average semantic similarity score of raw vectors and after
retrofitting with WordNet or dictionary pairs.

Christophe Gravier Riken AIP Tokyo
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Semi-structured k

Dict2Vec

Conference reviewer

“Comparison is not fair, word2vec and Fasttext never have a chance to
see the dictionary data. You should at least try to add the dictionary
content to the wikpiedia dump ?" (Reviewer2)

Christophe Gravier Riken AIP Tokyo
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Semi-structured k

Dict2Vec

Recap

Dictionaries contain important semantic information

Positive sampling allows to incorporate additional information
during learning (dictionaries or WordNet)

m If retrofitting is desirable in your application, use dictionary over
Wordnet.

Clamping domain corpora to a Wikipedia dump for training may
be a very cheap boost for domain-specific downstream tasks.

You don't have to think big to make something count.

Entire source code for training and downloading pretrained vectors:
https://github.com/tcal9/dict2vec

Christophe Gravier Riken AIP Tokyo

Neural ne r NLP:Can structured k


https://github.com/tca19/dict2vec

Text generation from structured knowl

Question Generation from Knowledge Graphs

Table of contents

Text generation from structured knowledge
m Question Generation from Knowledge Graphs

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Question Generation from Knowledge Graphs

which forest cee ?

question wy w,

4

From [Serban et al. 2016]: decoder

m Given a Knowledge base triple
[Subject, Predicate, Object]
fact embedding

m Generate a question that asking Enc(F)
about the object of the triple

m Feed-forward
sequence-to-sequence decoder
architecture subject relationship object

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Training

Trained using datasets aligning questions (free text) and triples.
Most popular dataset: SimpleQuestions dataset [Bordes et al. 2015]
(Freebase KB).

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Training

Trained using datasets aligning questions (free text) and triples.
Most popular dataset: SimpleQuestions dataset [Bordes et al. 2015]
(Freebase KB).

Examples:

(fb:fires_creek, fb:containedby, fb:nantahala_national_forest)

Which forest is fires_creek in?

(fb:jimmy_neutron, fb:fictional_character_occupation, fb:inventor)

What does jimmy neutron do?

(fb:kimchi, fb:incompatible_with_dietary_restrictions, fb:veganism)

What dietary restriction is incompatible with kimchi ?

Christophe Gravier Riken AIP Tokyo
Neural ne NLP:C ictured knowl




structured knowl,

Question Generation from Knowledge Graphs

Wait. . .

We usually want to answer questions not the contrary!

Question Generation has been shown to improve the performance of
factoid Question Answering Systems either by dual training or by
augmenting existing training datasets [Dong et al. 2017; Reddy et al.
2017]

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Problems

Problem 1: Coverage and bias.
75% of Freebase predicates are not in SimpleQuestions.

Problem 2: Predicates sets size have usually a monotonic increase.
Extreme case: 2500+ Wikidata predicates over the last 3 years.

How to generalize of QA systems beyond training datasets ?

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

What happens if we do nothing

Generate the question given the input :

Which company released the game tokyo xtreme racer?

Subject: fb:/m/07 3zt
Predicate: fb:/cvg/computer videogame/publisher
Object: fb:/m/09ymx4

Unseen predicate: [videogame publisher]
unseen entities ([Tokyo Xtreme Racer], [SEGA]).

Note: unseen predicate means we do not have [videogame publisher] in our
predicate vocabulary — we did not even saw any instances of that class in the
training set.

Christophe Gravier Riken AIP Tokyo

Neural net r NLP:Can



Text generation from structured kr

Question Generation from Knowledge Graphs

Expected generated questions

m what is the name of the topic of the film tokyo xtreme racer?

m what is the videogame of the computer videogame tokyo xtreme racer 7

m what is the developer of the computer videogame tokyo xtreme racer ?

m what is the genre of the album tokyo xtreme racer ?

m what is the name of the tokyo xtreme racer ?

m which country is known for playing by tokyo xtreme racer ?

m what kinds of videogame is tokyo xtreme racer ?

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Explanations

Explanation #1 : The encoder fails to encode the new unseen IDs into
meaningful vectors. The decoder is not able to pair those vectors to
words.

New unseen predicate Predicate L
D Encoder

= Garbage in, garbage out: it generates rubbish.

Christophe Gravier Riken AIP Tokyo
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Text generation from structured know

Question Generation from Knowledge Graphs

Explanations

Explanation #2 : The rare word problem.

The following words are rare in the training set so they have been
generated with low probability in the decoder language model — it is
unlikely that they will be used to generate questions :

m videogame
m company
m released
[

game

So instead the decoder generates:

What is the genre of the album tokyo xtreme racer ?

Note : Remember the main semantic content in Freebase. ..

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Textuals contexts

Intuitively, a human who is given the task to write a question on a fact
offered by a KB, would read natural language sentences where the entity
or the predicate of the fact occur, and build up questions that are aligned
with what he reads from both a lexical and grammatical standpoint.

Intuition

Providing models with textual contexts that have potentially high
overlap with the target Question — they can provide semantic and
vocabulary richness to the decoder.

‘ Which released the game tokyo xtreme racer ? ‘
R Y »

[sub] is a computer video game [obj] isa ‘

[sub] released by [obj] ‘

#1: phrase containing #2: phrase #3: phrase
the predicate surface containing subject containing object
form entiy type entity type

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

New inputs

We start with a new set of inputs for the encoder (triple + textual
contexts) :

Input Triple
fb:/m /07 37t [Tokyo Xtreme Racer]

fb:/cvg/computer videogame/publisher
fb:/m/09ymx4 [SEGA]

Textual contexts:

[sub] released by [obj] ‘

[objlisa ‘

[sub] is a computer video game

Christophe Gravier Riken AIP Tokyo
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Text generation from structured know

Question Generation from Knowledge Graphs

Collecting textual contexts

Dataset Documents Unique AI\‘gned Availability
| Format predicates Triples
WEEUE  owsen 259 o peraly
T-REx : A Large Scale S
Allgn ment Of Natu ral TAC KBP 90K Sent. 41 122K closed
. 27 M
Language with Knowledge FB15K-237 textual- 237 2.7M ;fﬁ!gle
Base Triples [LREC2018] relations
. . wikireadings ~ 4.7M Articles 884 n.a publicly
hadyelsahar.github.io/t-rex J ‘ o - available
yoqle- 60K Se 5 publicly
Google-RE 60K Sent. 5 60K available
publicly
T-REx 6.2M Sent. 642 1M N
available

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Textual contexts from T-Rex

Examples :
Freebase Relation Predicate Textual Context
person/place_of_birth [O] is birthplace of [S]
currency/former_countries  [S] was currency of [O]
dish/cuisine [O] dish [S]

airliner_accident/flight_origin[S] was flight from [O]
film_featured_song/performer[S] is release by [O]

airline_accident/operator [S] was accident for [O]
genre/artists [S] became a genre of [O]
risk_factor/diseases [S] increases likelihood of [O]
book/illustrations_by [S]illustrated by [O]
religious_text/religion [S] contains principles of [O]
spacecraft/manufacturer [S] spacecraft developed by [O]

Find them: plain string matching and then replace subject by [S] and
object by [0] to keep track of the direction.

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knoy

Question Generation from Knowledge Graphs

Zero-shot QG from triples: neural architecture

Word
‘ Which ‘ ’ company HreleasedH the ‘ ‘ game ‘ ’ <end> ‘ Embeddmgs

A T Glov

[ T H T H T H | FC ) et
I l — _—

GRU

Triple Attention Context Attention
€s Sp €o E!jii dj,, e; ;]77 Eb ;5,, EE,, fius e gl ,_EB,_,
! 1
fb:07_32t  fb:game/publisher  fb:09ymxd X u X1y u X3 X‘|cm | ¥ x. ¥ | XZ\c2|| ¢ X .. o xn\Cn\'
[ B I B | ‘7___7\‘777| (R [ DL B [
[sub] released by  [obj] [sub] s .. game [obj] &5 ... company

— Facts embeddings are initialized using Trans-E
— Textual encoders words embeddings using Glove.

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Dealing with out-of-vocabulary and rare words

Copy action mechanism [Luong et al. 2014] using POS.

— Each word in every input
textual context is replaced by a
special token containing a
combination of its context id

(e.g. C1) and its POS tag (e.g.

NOUN).
— Then, update the question
with the corresponding tag if
possible

Inference regime

‘What caused the [C1_NOUN] of the [C3_NOUN] [S] ?

[S] death by [0]

Cl

[S] [C1.NOUN] [Cl.ADP] [O]
I Disease

[C2_NOUN]
c3 Musical artist

[c3.ADJ] [C3.NOUN]

At each time step the network draw a token from the vocabulary or a
placeholder — the latter being replaced with their original words from the

textual contexts as a final step.

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Baselines

SELECT: baseline from [Serban et al. 2016].

Unseen predicate ? Pick the question from the training set that
corresponds to the triple having the same answer type.

Unseen sub-types or obj-types 7 Pick the fact that have the same answer
predicate.

R-TRANSE: Same as above but we select the fact in the training set
with the closest cosine similarity (concatenation of TransE embeddings).

IR: A historically IR-based solution using TD-IDF and LSA to pick up
questions to ouput from the training set.

Encoder-Decoder: Encoder-Decoder model with a single placeholder
(best model in [Serban et al. 2016]). Same embeddings initialization as
our.
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Question Generation from Knowledge Graphs

Results for unseen predicates

Standard metrics from the machine translation task.
In this case we measure how close each generated question is close to its
“ground truth” question.

Model ‘ BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE, METEOR

SELECT 46.81 +2.12 38.62 £ 1.78 3126 £ 1.9 23.66 & 2.22 52.04 £1.43 27.11 £0.74
IR 48.43 £ 1.64 39.13 £ 1.34 31.4 £ 1.66 2350 + 236 52.88 & 1.24 27.34 +0.55
IRcopy 48.22 + 1.84 3882+ 1.5 31.01 +£1.72 23124224 5272+ 126 27.24 £ 0.57
R-TRANSE 49.09 + 1.69 40.75 £ 1.42 334 +17 2597 +£2.22 5407 +1.31 28.13 +0.54

R-TRANSEcopy 49.0 + 1.76 40.63 + 1.48 3328 +£1.74 2587 +£223 5409+ 135 2812+ 0.57
Encoder-Decoder | 58.92 + 2.05 47.7 £ 1.62 38.18 £ 1.86 28.71 235 59.12 £ 1.16 34.28 £ 0.54

Our-Model 60.8 &+ 1.52 49.8 + 1.37 40.32 + 1.92 30.76 £ 2.7 60.07 = 0.9 3534 £ 0.43
Our-Modelcopy 62.44 +1.85 50.62+1.46 40.82+1.77 31.1+246 61.23 £1.2  36.24 + 0.65

Unseen Predicates

Evaluation results of our model and all other baselines for the unseen
predicate evaluation setup.
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Results for unseen entity types

Model ‘ BLEU-4 ROUGE,

» R-TRANSE 3241 +£1.74 59.27 + 0.92
2 Encoder-Decoder | 42.14 + 2.05 68.95 + 0.86
>

Z Our-Model 42.13 +1.88 69.35 £ 0.9
& Our-Modelcopy 42.2 £ 2.0 69.37 £ 1.0
» R-TRANSE 3059 £ 1.3 57.37 £ 1.17
&  Encoder-Decoder | 37.79 4+ 2.65 65.69 &+ 2.25
>

: Our-Model 37.78 £ 2.02 65.51 4+ 1.56
S Our-Modelcopy 38.02+ 1.9 66.24 +1.38

Automatic evaluation of our model against selected baselines for unseen
sub-types and obj-types.
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Question Generation from Knowledge Graphs

I'm BLEU — what ?

BLEU suffers from many limitations [Novikova et al. 2017] — as all
automatic evaluation metrics.
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

I'm BLEU — what ?

BLEU suffers from many limitations [Novikova et al. 2017] — as all
automatic evaluation metrics.

Given this question : “What kind of film is kill bill vol. 27", which is
the most similar question :

A (Bleu: 71) — What is the name of the film kill bill vol. 2 7
B (Bleu: 55) — Which genre is kill bill vol. 2 in?

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

I'm BLEU — what ?

BLEU suffers from many limitations [Novikova et al. 2017] — as all
automatic evaluation metrics.

Given this question : “What kind of film is kill bill vol. 27", which is
the most similar question :

A (Bleu: 71) — What is the name of the film kill bill vol. 2 7
B (Bleu: 55) — Which genre is kill bill vol. 2 in?

Human evaluation :

— Four annotators

— 100 facts randomly chosen

— Evaluation for each 4 models

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Question Generation from Knowledge Graphs

Human evaluation
Predicate identification: Generated question contains the given
predicate in the fact (yes/no).

Naturalness: Following [Ngonga Ngomo et al. 2013] we measure the
comprehensibility and readability of the generated questions on a 1-5

Likert scale.
Model % Pred. Identified Natural.
Encoder-Decoder 6 3.14
Our-Model (No Copy) 6 2.72
Our-Modelcopy (Types context) 37 321
Our-Modelcop, (All contexts) 46 2.61

Results of human evaluation on % of predicates identified and
naturalness 0-5.
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Generating summaries from Knowledge Graphs
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Generating summaries from Knowledge Graphs

Wikipedia placeholder

When an entity lacks its Wikipedia page, Wikidata is used to generate
an article placeholder as content (think underserved languages).

Display Wikidata triples in Wikipedia in a tabular way — with
multilingual interlinked data from Wikidata.

Currently deployed on 14 under-resourced Wikipedias (e.g. Haitian
Creole, Urdu, Gujarati)

‘\ English

Articles: 5.6 Million

Editors: 132K Arabic

Articles: 576K

Editors: 4.8K Esperanto
Articles: 247K
Editors: 361

Articles
S403TP3 AATIOY

Access to knowledge !
Can we go further ?

Christophe Gravier Riken AIP Tokyo
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Generating summaries from Knowledge Graphs

Wikipedia placeholder

.
E S
0

VIKIPEDI

L3 e encitpeio

catpayo
Komunuema portalo
Diskuteio
Ausisii

Auti dosieron
Specianj pagoj
Presebia versio

Enalsjng &
Frangais

b

Bhasa Indenesia

Latvietu

M

Magnus Manske

Krel artikolon

estas

hamo

antaiinomo

wagnus.

loko de naskigo

Kolonjol

Komuneja kategorio

Magnus Manske

dunginto
Wellcome Trust Sanger nsttute

ekde: aprilo 2007
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oficiala retejo

hutp://magnusmans!

deg

okupo

software developer
biochemist
bioinformatician

kemiisto

Stataneco

Germaniol?]

ISNI (ISO 27729) identigilo

0000 0000 2276 0482

verko

Alles ber Wikipedia und die Menschen hinter
der gréfiten Enzyklopadie der Welt

ation from

familia nomo

Manske

dato de naskigo

2amaj. 1974

sekso

vira

naskignomo

Heinich Magnus Manske

universitato

Universitato. de Klonjo

akademia titolo: Doktoro de filozofio

aic: 2008

Ditkuto Provéjo Praercj Bets Atentaro Kontibusj Eilat

a

prikrise do bido,
Magnus Manske in 2012
Magnus Manske en 2012,
Magnus Manske 2012

Eksteraj rimedoj

P20382 Magnus Manske

oRCiD 0000-0001:581
60947

Tuitterumatonome  Magnusianske

PL153@ 25723615000

34771660900

Google+ 107096815362
asa611122

VIAF (internacia) 30701597

dentigito

GtHubuzantonomo  magnusmanske

dentiilo de Imi01182x0k
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Text generation from structured knowledge

Generating summaries from Knowledge Graphs

From ArticlePlaceholder to features

Given the following text :

“La Nigragora pigogarolo (Calocitta colliei) estas rimarkinda longvosta
pigogarolo de la familio ()" (extract from Esperanto Wikipedia
https://eo.wikipedia.org/wiki/Nigragor’,C4%9Da pigogarolo)
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Text generation from structured knowledge

Generating summaries from Knowledge Graphs

From ArticlePlaceholder to features

Given the following text :

“La Nigragora pigogarolo (Calocitta colliei) estas rimarkinda longvosta
pigogarolo de la familio ()" (extract from Esperanto Wikipedia
https://eo.wikipedia.org/wiki/Nigragor’,C4%9Da pigogarolo)

We leverage existing Wikidata triples :
[S] [taksonomia nomo] [Calocitta]
[S] [supera taksono] [Pigogarolo]
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Text generation from structured knowledge

Generating summaries from Knowledge Graphs

From ArticlePlaceholder to features

Given the following text :

“La Nigragora pigogarolo (Calocitta colliei) estas rimarkinda longvosta
pigogarolo de la familio ()" (extract from Esperanto Wikipedia
https://eo.wikipedia.org/wiki/Nigragor’,C4%9Da pigogarolo)

We leverage existing Wikidata triples :
[S] [taksonomia nomo] [Calocitta]
[S] [supera taksono] [Pigogarolo]

Then we replace the entity or predicate in the original sentence, but we
use a property placeholder mechanism to tackle rare and oov words :

La Nigragora pigogarolo ( [[P225]] colliei ) estas rimarkinda longvosta
[[P171]] de la familio. ..

Christophe Gravier Riken AIP Tokyo
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Text generation from structured knowledge

Generating summaries from Knowledge Graphs

Neural Wikipedian architecture

Same kind of mechanisms involved (without POS copy action and textual
contexts that we discovered later) than in the previous Question
Generation task.

H [1Q490900, Floridial] estas Komunumo <end>

HA £

ia

el @
oY hy hy hj > h; | &
E [a}

1 i i 1

<start> [[Q490900, Floridia] ] estas

E 0490900

|

HS)

el

ig

iE 0490900 P31 Q747074
iE 030025755 P1376 0490900
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Generating summaries from Knowledge Graphs

Neural Wikipedian results

Model BLEU 1 BLEU 2 BLEU 3 BLEU 4 ROUGEL METEOR
Valid.  Test | Valid. Test | Valid. Test | Valid.  Test | Valid. Test | Valid.  Test
KN 12.84 1285 | 228 24 0.95 1.04 0.54 0.61 17.08 17.09 | 29.04 29.02
o KNext 2893 28.84 | 21.21 21.16 | 16.78 16.76 | 13.42 1342 | 2857 28.52 | 30.47 3043
2 | IR 4139 4173 | 3418 3458 | 2936 29.72 | 25.68 2598 | 4326 43.58 | 32.99 3333
;’5 [Rext 49.87 4896 | 4244 415 | 3729 36.41 | 3327 3251 | 51.66 50.57 | 3439 3425
Ours 53.61 5426 | 4738 48.05 | 4265 4332 | 3852 3920 | 6427 64.64 | 4589 4599
+Copy | 54.10 54.40 | 47.96 48.27 | 43.27 43.60 | 39.17 39.51 | 64.60 64.69 | 46.09 46.17
KN 18.12 178 691 6.64 4.18 4.0 29 279 | 3748 369 | 31.05 30.74
g KNy 25.17 2493 | 16.44 16.3 11.99 11.92 8.77 8.79 4493 4477 | 33.77 33.71
£ IR 43.01 4261 | 33.67 3346 | 28.16 28.07 | 2435 243 | 4675 4592 | 20.71 2046
E_ IRex 52.75 51.66 | 43.57 4253 | 37.53 36.54 | 33.35 3241 | 58.15 57.62 | 31.21 3104
& | Ours 4934 4940 | 4283 4295 | 3828 3845 | 3466 3485 | 6643 67.02 | 40.62 41.13
+Copy | 50.22 49.81 | 43.57 43.19 | 38.93 38.62 | 35.27 3495 | 66.73 66.61 | 40.80 40.74

Standard automatic evaluation metrics results on test set of Wikipedia
article summaries.
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Text generation from structured knowledge

Generating summaries from Knowledge Graphs

Human evalaution

Readers Editors

— 27 participants (Wikipedia users) for Editors were asked to edit the article
each of the 2 studied languages starting from our summary and the
(Esperanto and Arabic) corresponding triples (2-3 sentences).

— Fluency: 0-6 score for text
understandabilty and grammatically
correct

— Appropriateness : Does the summary
“feel” like a Wikipedia article ?

How much of the text was reused ?
The more, the best the summary.
Measured using Greedy String-Tiling
(GST) — detects whole bock moves
unlike Levenstein distance.
Experimental sentences set made of our

generated sentences + sentences from

Wikipedia itself and news feed.

Christophe Gravier Riken AIP Tokyo
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Generating summaries from Knowledge Graphs

Readers evaluation

| Fluency Appropriateness
‘ Mean SD ‘ Part of Wikipedia
o Our model | 47 1.2 | 77%0.77
€ Wikipedia | 4.6 0.9 | 74%0.74
< News 53 0.4 | 35%0.35
2 Our model | 4.5 1.5 | 69%0.69
ié Wikipedia | 4.9 1.2 | 84%0.84
&2 News 4.2 1.2 | 52%0.52

Results for fluency and appropriateness as assessed by Wikipedian in the

Christophe Gravier Riken AIP Tokyo
s fi ct
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Generating summaries from Knowledge Graphs

Editors evaluation

Category Examples Percentage

B e

i 2l S e 0y (AICIUZ085 Jageal
b

WD

45.45%
2
2 (Al 8 ) ) ) 5 ATl o O (il ) Sl ) sl ol
= e 3
i S 1 2 i Al 5 05 A BEECH BIOMA oy ) il 5
S e i il 5 i o it ) el S
< PD ¢ 33.33%
Sl ok i g 4By b e s
,,,,, ¢
PRI ERE RS - B e
ND ’ 21.21%
Zaderlk estas komunumo en la nederlanda province Zuid-Holland,
Zederik estas komunumo en |a nederlanda provinco Zuid-Hooland kaj estas firkaliata de la municipoj Lopik kaj Zederik,
s WD : 78.98%
=
8 Nova Pédua estas municipo en lo brazila subStato Suda Rio-Granda, kiu hevis (manka nombro) logantoin en (jaro)
g‘ Nova Pédua estas municipo en la brazila substato Suda Rio-Grando,
7 PD 15.79%
=
Ibidna estas municipo de la brazila subStato San-Patli, kiu taksis (manka nombro) enlogantojn en (jaro)
Ihiiina estas brazila [[municipo]] kiu trovigas en Ia administra unuo [[San-Paiilo]].
ND i L i : 5.26%

Over 60 sampled evaluated summaries, 78% Whole or Partially
reused for Arabic, 94% for Esperanto !
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iral net or NLP:Can structured




Text generation from structured knowledge

Generating summaries from Knowledge Graphs
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Conclusion

. . . A
on very ’, 2- Supervised learning for a specific N
large textual corpus p task [ex text classification, intent detection and slot \
filing for chatbots, .) UsSing labeled data.

Using datasets...

- We get :

Word representaticns {embeddings).
The learnt model is discarded but we
use the hidden layer holding weights for
each words -- the latent word
representation

1
i
i
! Descriptien Type
Wikipédia, open access books, . :
! Whole body radionuclide bene scan due to prostate ursleay
1
... We train a network to : | b e t .
A s Uid-air exchange, and endolaser, right eye
Predict the next token in a sentence, a A\‘ 1
hidden word in a window, choosing the -~ ! Fertile nale vith completed family. Eleotive male urology
next sentence between two given.. | S -
T
i
!
1
1
1

'
1

1

i

i

I

1

1

1

1

Conbined closed vitrectony with membranc peeling. Surgery !
I

I

1

1

1

i

i

I

1

1

Urology 1
1

surgery

Neural net 2 :
Downstream task
Pipeline is here for a long time.

(Semi) structured knowledge can help in improving each stage.
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Open issues / research directions

m Models that are very parameter efficient (e.g., for mobile) : do
we really need R3% ? Can we (even) better compress model weights
7
m Models that represent knowledge/context in latent space
m Labeling data: we may have all we need. Further improvement may
comes from collecting the correct data but it is expensive and
error-prone :
m we may further revisit pseudo-labeling and self-training tasks.
m Further solution for zero and few-shots settings.
m Revise model practicability: academic datasets are (“sometimes”)
biased. Some task we tag as solved may not be solved in practice
(noisy data, more classes, user-generated contents, ...).

Actually anything that drive us from mimicking to real understanding
(inc. common sense).

Christophe Gravier Riken AIP Tokyo
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Questions ?

Tissier et al. (2019) — AAAI 2019 (pp. tbd)
Near-lossless Binarization of Word Embeddings

ElSahar et al. (2018) — NAACL-HLT 2018 (pp. 218-228)
Zero-Shot Question Generation from Knowledge Graphs for Unseen Predicates and
Entity Types

Vougiouklis et al. (2018) — J. Web Semantics (52-53, pp. 1-15)
Neural Wikipedian: Generating Textual Summaries from Knowledge Base Triples

Kaffee et al. (2018) — NAACL-HLT 2018 (pp. 640-645)
Learning to Generate Wikipedia Summaries for Underserved Languages from Wikidata

Kaffee et al. (2018) — ESWC 2018 (pp. 319-334)
Mind the (Language) Gap: Generation of Multilingual Wikipedia Summaries from
Wikidata for ArticlePlaceholders

ElSahar et al. (2018) — LREC 2018 (pp. 3448 — 3452)
T-REx: A Large Scale Alignment of Natural Language with Knowledge Base Triples

Tissier et al. (2017) — EMNLP 2017 (pp. 254 — 263)
Dict2vec : Learning Word Embeddings using Lexical Dictionaries
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Digression: Binarization of word embeddings
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Digression: Binarization of word embeddings

Remember

Some NLP models that are not “solved” [Devlin 2019]

m Models minimizing total training cost vs. accuracy on modern hardware
m Models that are very parameter efficient (e.g., for mobile)

m Models that represent knowledge/context in latent space

m Models that represent structured data (e.g., knowledge graph)

m Models that jointly represent vision and language
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Digression: Binarization of word embeddings

Limitations of real-valued vectors

m Require a lot of space for storage
Millions of words in vocabulary
300 dimensions per vector

float usually requires 32 bits

= 1.2 GB to store 1M vectors

m Not suitable for embedded devices

m limited memory
m low computing power
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Digression: Binarization of word embeddings

Binary representations

Solution: associate a m-bits vector to each word, i.e. embed real-value

vectors into a Hamming hypercube of arbitrary dimensions (R™ LN B").

Faster vector operations: Considerations

— Cosine similarity requires O(n) additions and multiplications

-+ Binary similarity requires a XOR and a popcount () operations that
can be vectorized using CPU intrinsics (order of magnitude faster).

Small memory size

— 32 bitsx300 dimensions = 9600 bits per real-valued vectors
-+ 128 or 256 bits per binary vectors
+ 16.1 MB to store 1M vectors of 128 bits (vs. 1.2 GB)

+ Computation can be done locally; no need of sending data to a
computing server
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Digression: Binarization of word embeddings

Binary representations: Post-embedding scheme

Solution: associate a m-bits vector to each word, i.e. embed real-value
. . . . . di
vectors into a Hamming hypercube of arbitrary dimensions (R™ LN B").

Binarize instead of training binary vectors

m Many pre-trained are already available

m Some are specific (subwords, dictionaries...). Need a general
method that works for all types of architecture

m Preserve semantic and syntactic information

Why not a naive binarization ?

m Binary vectors size need to be in adequacy with CPU registers
size (64, 128 or 256 bits) to benefit from hardware optimizations

m Pre-trained vectors have usually 300 dimensions

Christophe Gravier Riken AIP Tokyo
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Digression: Binarization of word embeddings

Auto-encoder architecture

Use pre-trained vectors as input (x € R™)
Latent representation ®(x) is binary (B")
Reconstruct a real-valued vector § € R™ given ®(x) € B"

How to back-propagate in the encoder, given the
non-differentiability of the Heaviside function ?

J[CICICIRNCIC])

o0 [OD, O

JCICITINCIC)

Christophe Gravier Riken AIP Tokyo

Neural networ or NLP:Can structured know



Digression: Binarization of word embeddings

Auto-encoder architecture

Let W e R™™ ¢c e R™and x; € R™

Encoding
1 ifx>0
m Heaviside function h(x) = mx= '
0 otherwise
] b,’ = CD(X,') = h(W . XiT)

-+ Can construct binary vectors of arbitrary size

Decoding
m §; = tanh(WT - d(x;) + ¢)
m Pre-trained embeddings have been cropped to be in [-1, 1] range
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Digression: Binarization of word embeddings

Objective Function

Reconstruction loss: minimize the distance between x; and y;

Zrc-:c XI = Z(X'k y/k (4)

Regularization loss: minimize the correlatlon between each binary dimension

1
leg = 5 IWTW — 1| (5)
Global Objective Function
L= Z Lrec (Xi) + )\reg greg (6)
x;i€X

Christophe Gravier Riken AIP Tokyo
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Digression: Binarization of word embeddings

Word semantic similarity

. R _H ingDi
m BinarySimilarity (vi, vp) = "—— % n'Stance(‘“’VZ)

m dict2vec (2.3M), fasttext (1M), GloVe (400k)
m Best average results achieved with 256 bits (37.5 times smaller)

dict2vec fasttext GloVe
raw 64 128 256 512 raw 64 128 256 512 raw 64 128 256 512
MEN 74.6 80.7 737
bin - 66.1 71.3 703 713 - 579 720 759 76.3 - 46.1 633 694 72.7
RW 50.5 53.8 412
bin - 365 420 45.6 456 - 36.8 447 52.7 527 - 25.1 343 40.7 402
SimLex 452 44.1 371
bin - 32.0 381 44.8 429 - 25.1 38.0 44.6 43.0 - 205 314 37.2 3638
SimVerb 41.7 35.6 227
bin - 253 36.6 384 355 - 19.2 267 337 35.1 - 7.8 187 229 23.0
WS353 725 69.7 60.9
bin - 63.7 71.6 69.6 66.6 - 503 69.1 70.0 70.3 - 30.1 449 566 60.3

Table: Spearman’s rank correlation scores on semantic similarity datasets for
binary vectors (bin) of 64, 128, 256 and 512 bits and original vectors (raw).
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Digression: Binarization of word embeddings

Text classification

m Use the fasttext text classification model
m Initialize the network with the binary vectors

m 256/512 bits vectors are on par/slightly outperforms real vectors

dict2vec fasttext GloVe
raw 64 128 256 512 raw 64 128 256 512 raw 64 128 256 512
AG-News 89.0 86.9 89.5
bin - 853 859 87.7 87.8 - 845 859 873 87.7 - 840 872 885 885
Amazon Full 475 49.0 47.1
bin - 39.9 439 468 47.7 - 39.0 439 479 49.8 - 374 426 467 47.8
DBpedia 97.6 95.0 97.2
bin - 941 96.1 97.0 97.3 - 91.7 951 96.6 97.3 - 909 950 96.8 97.2
Yahoo Ans 68.1 67.2 68.1
bin - 60.7 638 66.0 66.8 - 60.4 639 664 67.8 - 575 625 66.4 66.1

Table: Document classification accuracies for binary vectors (bin) of 64, 128,
256 and 512 bits and original vectors (raw).
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Digression: Binarization of word embeddings

Word semantic similarity and document classification

m Reconstruct 300-dimensional vectors from binary codes (W, ¢)
m Spearman’s rank correlation score and document classification

m Sometimes reconstructed vectors are better than original (GloVe)

dict2vec fasttext GloVe
raw 64 128 256 512 raw 64 128 256 512 raw 64 128 256 512
SimLex 45.2 441 371
rec - 304 379 424 393 - 19.2 300 40.5 34.0 - 196 191 342 38.2
WS353 725 69.7 60.9
rec - 614 69.0 674 588 - 365 53.6 64.0 53.6 - 265 422 565 62.0
Amazon Full 475 49.0 47.1
rec - 40.1 440 46.8 46.2 - 301 438 481 485 - 39.8 453 471 473
Yahoo Ans 68.1 67.2 68.1
rec - 60.8 63.8 659 66.0 - 600 629 663 66.8 - 584 643 66.7 67.0

Table: Word similarity scores and text classification accuracies vectors
reconstructed (rec) from binary codes and original vectors scores (raw).
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Digression: Binarization of word embeddings

K-nearest neighbors search

m Find the k vectors with highest cosine/binary similarity

Execution time (ms) 128-bit 256-bit 512-bit Real-valued
Top 1 2.87 (x34) 323 (x30) 4.28 (x23)  97.89
Top 10 2.89 (x34) 3.25 (x30) 4.29 (x23)  98.08

Loading vectors + Top 10 213 (x110) 310 (x75) 500 (x47) 23500

Table: Execution time (in ms) to run a top-K query on binary and real-valued
vectors.
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Digression: Binarization of word embeddings

Recap

m Simple architecture to binarize any real-valued word embeddings
m Optimization trick: Optimize decoder weights, apply transpose to
encoder to avoid non-differentiability of Heaviside() function
m Regularization trick: minimize correlation between binary dimension

m Reduce the vector size by 37.5 with only 2% performance loss
m Top-k query 30 times faster than with real-valued vectors

Open questions / research

m Quality trade-off w.r.t. other approximate kNN techniques in R" ?

m The solution is agnostic to text classification and even NLP. How
does it generalize to other application domains 7

m Embed representations built in other spaces than R" 7

m Can we do ... even more compact binary codes ?

https://github.com/tcal9/near-lossless-binarization
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